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ABSTRACT: The quality of atomistic simulations depends
decisively on the accuracy of the underlying energy function
(force field). Of particular importance for condensed-phase
properties are nonbonded interactions, including the electro-
static and Lennard-Jones terms. Permanent atomic multipoles
(MTPs) are an extension to common point-charge (PC)
representations in atomistic simulations. MTPs are commonly
determined from and fitted to an ab initio Electrostatic Potential (ESP), and Lennard-Jones (LJ) parameters are obtained from
comparison of experimental and computed observables using molecular dynamics (MD) simulations. For this a set of
thermodynamic observables such as density, heat of vaporization, and hydration free energy is chosen, to which the parame-
trization is fitted. The current work introduces a comprehensive computing environment (Fitting Wizard (FW)) for optimizing
nonbonded interactions for atomistic force fields of different qualities. The FW supports fitting of standard PC-based force fields
and more physically motivated multipolar (MTP) force fields. A broader study including 20 molecules ranging from N-methyl-
acetamide and benzene to halogenated benzenes, phenols, anilines, and pyridines yields a root mean squared deviation for
hydration free energies of 0.36 kcal/mol over a range of 8 kcal/mol. It is furthermore shown that PC-based force fields are not
necessarily inferior compared to MTP parametrizations depending on the molecule considered.

■ INTRODUCTION

Consistent and convenient force field parametrization remains
one of the main challenges for more widespread use and high
quality atomistic simulations of complex systems. Although
considerable progress has been made in implementing advanced
treatments of intermolecular interactions, such as multipolar1−3

and/or polarizable4−6 force fields, their parametrization still
presents a major impediment. Typically, force fields need to be
fitted to a heterogeneous set of reference data originating from
electronic structure calculations and experiment.7−9While fitting
to reference energies from ab initio calculations is standard and
only requires individual energy evaluations, using condensed-
phase data such as diffusion coefficients or hydration free energies
necessitates entire molecular dynamics (MD) runs.10 This makes
such parametrizations also computationally demanding.
Due to the fundamental importance of accurate descriptions

of the inter- and intramolecular energetics, several tools have
been developed which make force field parametrizations more
amenable. Often, these approaches rely on databases and employ
analogies between molecules or functional groups to minimize
computational effort. Such tools include ParamChem11 and
MATCH12 for the CHARMM force field, and the Automated
Topology Builder13 web server for the GROMOS force field.
The SwissParam14 initiative assigns vdW terms by analogy to
existing CHARMM atom types while all other parameters
(charges, bonds, angles, dihedrals, impropers) are assigned by
analogy from the Merck Molecular Force Field15,16 and trans-
lated into the CHARMM format.

Significantly fewer tools are available for developing
parameters directly from electronic structure calculations or
from fitting to experimental data or both. One of them is Ante-
chamber,17 which is used to generate parameters for the AMBER
and associated general Amber force field (GAFF) force field.18

and another one is the Force Field Toolkit (FFTK),19 which is
linked to VMD (Visual Molecular Dynamics), provided limited
functionality to derive CHARMM parameters from quantum
mechanical (QM) calculations. The release of CGenFF, along
with a set of procedures for parametrization made possible the
development of a comprehensive tool capable of yielding a
complete set of CHARMM-compatible parameters.11,20 To the
contrary, recent software solutions (e.g., CGenFF, MATCH)
have focused on parameter assignment based on analogy only,
although GAAMP (General Automated Atomic Model Para-
metrization)21 does derive charge and dihedral parameters based
on QM calculations.
With the advent of more advanced multipolar imple-

mentations, the need for robust parametrization tools has even
increased. Here, we describe a versatile fitting environment
which allows determining high-quality multipole-based force
fields together with suitable Lennard-Jones parameters for
condensed phase simulations. The environment is based on
a graphical user interface (GUI) which handles computations
and subsequently analyses data from electronic structure and
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molecular dynamics codes. In the present case this is output from
Gaussian0922 and input to/output fromCHARMM.23 The refer-
ence data consists of electronic structure information and ther-
modynamic properties from experiment.

■ METHODS AND IMPLEMENTATION
A stand-alone, convenient, and accurate force field fitting
environment involves handling several tasks. First, for the pro-
cedure pursued here, the electron density ρ(x ⃗) is determined

Figure 1. Flowchart illustrating the Fitting Wizard. (top) Fitting the MTPs to the ESP as obtained from the electronic structure calculations.
(bottom) Refinement of LJ parameters for optimal reproduction of selected thermodynamic observables. (left) Comparison of experimental
and computed ΔGhyd. (right) Atom-specific differences in the radial distribution function Δg(r) between a PC and a MTP parametrization for
chlorobenzene.
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from electronic structure calculations for an optimized struc-
ture at a given level of theory. Next, local reference axis (LRAs)
systems need to be defined for calculating multipolar inter-
actions. Then, atomic multipole coefficients (MTPs) are fitted to
best reproduce the electrostatic potential (ESP). Next, atom
types and bonded force field terms (bonds, angles, dihedrals) are
assigned and LJ parameters for the particular atom types are
required for the molecular dynamics (MD) simulations. Finally,
MD simulations are run and analyzed from which the necessary
thermodynamic observables are determined, compared with
experiment and provide information about how to adjust the LJ
parameters. These steps together with some formal background
are described next.
Electronic Structure Calculations. All ab initio calculations

in the present work were carried out with the Gaussian09 suite
of codes,22 using second-order Møller−Plesset (MP2)24 theory
and the aug-cc-pVDZ25−27 basis set. This level of theory is a good
compromise between accuracy and speed. These are parameters
that are easily changed in the protocol. After optimization of the
molecular structure the electron density is extracted with the
cubegen utility on a rectangular grid. Grid spacings ranging from
0.1 to 0.4 Å yield almost identical results. The initial atomic
multipole moments are obtained from a Distributed Multipole
Analysis28 using the GDMA code. This corresponds to the first
three steps in the top panel of Figure 1.
Determine LRAs. Local reference axes are required to define

the static multipoles assigned to an atom relative to the global
coordinate system. LRAs need to be assigned to each atom of the
molecule which are treated with MTPs. The assignment has
been described in detail previously.29 Briefly, the procedure (see
fourth step of the top panel of Figure 1) starts from the chemical
atom type and determines the number and connectivity of the
nearest neighbor atoms. From this information the “full atom
type” is generated as a list of the atom type itself and its nearest
and second nearest neighbors. From this, the LRA for each atom
can be determined.30

Fitting MTPs. To ensure consistency between the CGenFF
nonbonded parameters11,20 (PCs and LJ) and the fitted MTPs,
each monopole was constrained to deviate at most by an amount
λPC from the reference value (i.e., provided by CGenFF). Effec-
tively, larger values of λPC will provide more flexibilityand thus
better fitsat the expense of consistency with the reference
PCs. Such an approach considers higher order multipoles as
corrections to a zeroth-order PC force field.
The ESP can be approximated usingMTPs (up to quadrupoles),

at any grid point r(p), from31−34
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where i iterates over all atoms and j over all MTP coefficients, r is
the vector from atom i to r(p), r = ∥r∥ is the norm of r, and râ = r·
a ̂/r is normalized using one of the three unit vectors x, y, or z.Qkl

(i)

is the lth MTP moment of rank k in spherical coordinates, and

f j
(i) (r(p)) are geometrical factors, including distance- and angular-
dependent terms for the MTP moment Qj

(i) at point r(p).
MTP coefficients Qj

(t) are fitted (last step of the top panel of
Figure 1) to the collection of ESP grid points r(p) by optimizing
the target function

∑χ = Φ − Φr rmin ( ( ) ( ))
p

ab initio
p p2 ( )

MTP
( )

(2)

which minimizes the error between the ab initio and MTP-
derived ESPs.29 Because the problem is linear, we can rewrite the
problem as Xb = y, and because of the sparsity of X we instead
solve

=X X yXbT T
(3)

where XT is the transpose of X.
Assignment of Atom Types for MD Simulations. Next,

atom types are required for assigning bonded terms between
atoms and Lennard-Jones parameters. This step is auto-
mated and the methodology is related to the one used by the
SwissParams web-portal.14 Based on the connectivity of the
atoms, a hybridization state (e.g., sp2, sp3) is assigned to each of
the heavy (i.e., not hydrogen) atoms. Then, based on its hybrid-
ization and the hybridization of its neighbor atoms, a CGenFF FF
atom type is assigned to each atom, e.g. “CT3” for an sp3 carbon
with four explicit substitutes. From this a PDB file compatible
with CHARMM can be generated, together with a topology and
a structure file.
With chemical atom types assigned, the force field for the

compound (including bonds, angles, dihedrals, partial charges
and Lennard-Jones parameters) is generated according to
the CGenFF force field.20 However, because the electrostatic
interactions are modified (i.e., switching from PCs to MTPs),
reparametrization of the LJ coefficients is necessary as they were
optimized for use with PCs. This is another reason why keeping
PCs in the fitting close to the CGenFF values, namely that the
CGenFF LJ parameters can be used as a consistent starting point
in their refinement. This is part of the first step of the bottom
panel of Figure 1.

MD Simulations. Atomistic simulations (bottom panel of
Figure 1) are carried out in order to determine the necessary
thermodynamic data (see below). The CHARMM-input files
are assembled from the JavaGUI. These are then submitted to
a computing pipeline through the GUI, relying on a Python
scripts engine, in order to allow users to easily customize the
procedure.

Fitting the Lennard-Jones Parameters. For refining the
LJ parameters, thermodynamic properties are often used as a
reference. Here, they include pure liquid density ρ, heat of
vaporization ΔHvap and hydration free energies ΔGhyd. Ideally,
one would proceed by fitting the LJ radius of each atom type
independently. However, this is neither practical (because for
each combination of parameters an independent MD simulation
is needed) nor desirable, as it would require a high-dimensional
parametrization for an undetermined problem (typically con-
siderably more parameters than observables). Furthermore,
established LJ parameters from a validated force field often
have already a certain balance which would be compromised if
arbitrary scaling would be allowed and retaining this balance
may be advantageous. Hence, LJ parameters are rescaled by
a parameter according to ε* = ε and Rmin* /2 = Rmin/2. It is
possible to use a separate scaling for ε and Rmin/2. However, for a
full grid evaluation this considerably increases the number of
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simulations to perform. This is part of the last step of the bottom
panel of Figure 1.
For determining the pure liquid density, multipole−multipole

interactions are needed. This requires the definition of local
reference axes (see discussion above).29 Since all coefficients are
expressed in the atom’s local frame, they are independent of
orientation. The geometry of two atoms a and b relative to the
orientation of their MTP sites is then determined by incorpo-
rating the unit vectors of their local axis systems {wa} = {xa, ya, za}
for atom a and likewise for b. The set of {wa} and {wb} combined
with the intersite unit vector R̂ defines the direction cosines q =
{R, wa·R̂, wb·R̂, wa·wb} that provides a geometric description of
the twoMTP sites. From the interaction functionsTtu

ab(q) for two
MTPmomentsQt

a andQu
b of order t and u on atomic sites a and b,

respectively, the interaction energy is

= · ·U Q Q Tq q( ) ( )tu
ab

t
a

u
b

tu
ab

(4)

This is theMTP implementation pursued in theMTPLmodule.2

The bottom panel of Figure 1 also reports concrete results
from fitting studies. The left-hand panel highlights the accuracy
of ΔGhyd for 20 compounds studied for which calculated and
experimental ΔGhyd agree very favorably. The right-hand panel
reports differences in the radial distribution functions Δg(r)
between the C atoms of PhCl and the water-oxygen atoms for PC
and MTP parametrization with optimized LJ parameters.
Additional Remarks. While the GUI runs on the local

machine, ab initio and MD calculations are carried out on a
distributed computing environment, and data files are retrieved
using the ssh transmission protocol. This approach allows to
use any computing cluster and no dedicated installation pro-
cedure is required on the server side. For the LJ fit (Figure1
(bottom)), all MD simulations for estimating the thermody-
namic observables are submitted at once, in order to exploit as
much as possible the distributed architecture of the computing
cluster. The above-mentioned set of scripts currently supports
the qsub jobs submissions, but extending the workflow for
supporting other systems such as sbatch should be straight-
forward.

■ COMPUTING THERMODYNAMIC OBSERVABLES

The thermodynamic observables considered here (ρ, ΔHvap,
ΔGhyd) require entire MD simulations to be run.2 For automating
this step, a suitable set of core input files for the MD engine used
(here CHARMM) is set up. All MD simulations use a time step
of Δt = 1 fs, solvent simulations are carried out with periodic
boundary conditions (PBC) with a nonbonded cutoff of 12 Å
and using Particle Mesh Ewald summation35 for the PCs, with a
width of the Gaussian distribution κ = 0.34, a B-spline inter-
polation of fifth degree, and 32 grid points along each spatial
dimension. The box size is adapted to the probe molecule’s size
and usually of dimension 203 to 253 Å3, corresponding to a
total number of ∼270 to 520 water molecules. For calculating
solvation free energies, the TIP3P36 water model is used,
although this is easily modified to other available water models.
All simulations are carried out in the NPT ensemble, using the
Leap-Frog integrator, and the Hoover algorithm is used for
constant pressure and constant temperature simulations. Bonds
involving hydrogens were constrained with SHAKE.37 Further
details are given below in the sections which discuss individual
observables.
Heat of Vaporization.Molecular dynamics simulations pro-

vide a convenient way to compute the heat of vaporization38

Δ = − +H T E T E T RT( ) ( ) ( )vap gas liq (5)

where Egas and Eliq are the potential energies of one molecule in
the gas and liquid (i.e.,NPT) phases, respectively, andR is the gas
constant. The gas-phase energy is computed from the minimized
energy and the number of atoms, N, and constrained degrees of
freedom, Ncons, in the molecule, according to

= + − −E T E RT N N( )
1
2

(3 6 )gas gas
minimized

cons (6)

Thermodynamic Integration. Free energies of hydration
(i.e., solvation in water) are computed using thermodynamic
integration (TI). TI gradually couples/decouples chemical
groups from the system by applying a scaling parameter λ to
the nonbonded interactions (i.e., electrostatics and LJ). The total
Hamiltonian is written as a function of λ

∫ ∑λ
λ

λ λ
λ

Δ = ∂
∂

≈ − ∂
∂λ λ

→ +G d ( )
i

i iA B
0

1

1
m

(7)

where A → B refers to the alchemical transformation between
compounds A and B. The canonical average ⟨·⟩λ is performed
over the phase space generated by the Hamiltonian λ( ), and
λm = (λi + λi+1)/2. For the LJ and PC derivatives CHARMM’s
PERT module using soft-core potentials for the LJ inter-
actions39,40 is used. No long-range corrections were applied to
the LJ-interactions, as no noticeable change was found when
increasing the nonbonded cutoff beyond rc = 12 Å.
The LJ and electrostatic interactions are turned on separately.2

First, the LJ interactions with soft-core potentials are fully grown,
followed by the electrostatics in the presence of the full van der
Waals interactions, thereby avoiding the need for soft-core
electrostatic potentials. The change in free energy due to MTP
electrostatics with coupling λm was computed by first performing
a simulation where all MTP energies (see eq 4), forces, and
torques were linearly scaled by λm. In a postprocessing step the
energies with the original Hamiltonian (unscaled, λ = 1) are
extracted and averaged over the solute−solute and solute−solvent
energies (i.e., solvent−solvent interactions are not affected by
λm) in such a way that its derivative with respect to λ yields the
original energy (unscaled λ = 1).
Using a thermodynamic cycle, the hydration free energy is

computed according toΔGhyd =ΔGsol−ΔGvac, whereΔGsol and
ΔGvac correspond to the free energy of insertion of the com-
pound in a box of water and vacuum, respectively. For the simu-
lations in water the solute was placed in a box of ≈500 solvent
molecules.
The grid of λ points is chosen in different ways. The most

accurate, automatic procedure starts from 20 evenly spaced
λ windows between 0 and 1. For further refinement, windows
at the two ends of the λ interval (typically λ ∈ [0, 0.1] and
λ ∈ [0.9, 1]) are further partitioned to retain accuracy. However,
introduction of additional partitions is inconvenient in the
present context as it requires to run an a priori unknown number
of simulations in a sequential manner. Hence, further different
strategies were explored for this step. The best performance
was found for grid spacing Δλ = 0.025 for λ ∈ [0.0, 0.1];
Δλ = 0.100 for λ ∈ [0.1, 0.9] and Δλ = 0.025 for λ ∈ [0.9, 1.0].
Such a procedure allows to submit all λ windows at once which
considerably speeds up turnover times for individual fitting
cycles. However, for accuracy checks the interface also allows
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automatic subdivision of the windows for particularly relevant
parametrization problems.
Database of Compounds. Fitting force fields for

condensed-phase simulations requires reference data for adjust-
ing the parameters, as described above. In the present approach,
the atomic multipoles are fit to best reproduce the electrostatic
potential from electronic structure calculations whereas adjust-
ment of van der Waals parameters requires solution-phase
data. For this, a database containing experimental values from
the literature has been built. The current version of the database
includes mass, density, enthalpy of vaporization and the hydra-
tion free energy (where available) as reference data. Mass, density,
andΔHvap are those from PubChem,41 and solvation free energies
were taken from the FreeSolv42,43 database built byMobley et al.,
which contains values collected from the literature.
The database is searchable by name, chemical formula or

SMILES44,45 and uses the SQL language.46 It was decided to
provide, as an embedded feature within the FittingWizard (FW),
the access to a database of chemical compounds. The database
was built according to the following procedure: (i) the version
v0.31 of the database was downloaded, containing values for
ΔGhyd for 643 compounds, together with their PubChem ID,
SMILES notation, IUPAC name and a DOI literature reference.
(ii) a MySQL database was created using the database content.
(iii) the PubChem ID was used for automatically retrieving
(using the provided Application Programming Interface
(API)47) the previously mentioned properties (m, ρ, ΔHvap,
ΔGhyd). However, missing values or inconsistencies may remain
for some of the compounds even after data curation: thus the
database is editable, and then provided as a starting set the user
can use and improve. See SI section I and Figure S1 for further
details concerning the database.

■ VALIDATION AND RESULTS
For validating the Fitting Wizard several problems are consid-
ered. First, the parametrization of N-methylacetamide (NMA) is
reconsidered and extended as it serves as a model for peptides
and proteins. Second, the parametrization of substituted ben-
zenes is presented as a case whereparticularly for the case of
halogen-substituted benzenesMTPs have been found to be
essential for an accurate description of solvent properties.2,48

N-Methyl-acetamide. As the central building block for
peptides and proteins, NMA is a meaningful test system. Exper-
imental data is available for all three observables considered.
Starting from an optimized MTP model, the LJ parameters are
adjusted to best reproduce the experimentally measured ρ,
ΔHvap, and ΔGhyd.

48 The influence of scaling the LJ parameters
is summarized in Table 1 where results for ∈ [0.9; 1.1] are
presented, meaning that LJ parameters were changed by up
to 10% around their reference CGenFF-values. In order to
determine the best-performing model, a simple weighted score
S = ∑i=1

3 wi(Obsi − Calci)
2 with wρ = 1, wΔH = 3 and wΔG = 5 is

introduced to differently weight the three observables. Such a
weighting puts more emphasis on hydration free energies but
alternative choices are possible for particular purposes and
applications. The model with = 0.95 yields the lowest score
(S = 0.1) and is therefore the preferred one. Both, ΔHvap and
ΔGhyd are reproduced to within less than 1% compared to the
reference data whereas the density differs by 6%. Obvious
extensions involve separate scaling factors for σ and ϵ which,
however, further increases computational demands. Nevertheless,
other models yield competitive scores well below S = 1.0. It should
be noted that the experimental ΔHvap used in force field

parametrizations has been studied recently and it was found
that ΔHvap = 13.0 ± 0.1 kcal/mol at 410 K is the preferred
value.49 As ΔHvap increases with decreasing temperature, the
value used in the present work (ΔHvap = 14.2 at 300 K) should be
qualitatively correct. However, refinement of this based on the
detailed study in ref 49 may be desirable.

Performance of a Predefined λ Grid. As mentioned in the
Methods and Implementation section (see Thermodynamic
Integration), automated refinement of the λ grid on either side of
the interval λ ∈ [0, 1] is computationally inconvenient as each
subdivision can only be made once the updated hydration free
energy is available. Ideally, one would work with a predefined
grid of λ values which allows to submit all necessary simulations
at the same time. This improves turnover times, and the total
time for an entire optimization (a few hours for a molecule such
as NMA) can therefore be estimated a priori. The choice of this
subdivision is flexibly handled in the fitting wizard. Here, it is
merely illustrated that such a predefined grid can yield good-
quality parametrizations, but the subdivision is likely to depend
on the particular molecule or class of molecules considered.
Three possibilities I−III were explored in the following.

(I) [λ ∈ [0, 0.1] with Δλ = 0.010; λ ∈ [0.1, 0.9] with Δλ =
0.100; λ ∈ [0.9, 1.0] with Δλ = 0.025].

(II) [λ ∈ [0, 0.1] with Δλ = 0.020; λ ∈ [0.1, 0.9] with Δλ =
0.100; λ ∈ [0.9, 1.0] with Δλ = 0.020].

(III) [λ ∈ [0, 0.1] with Δλ = 0.025; λ ∈ [0.1, 0.9] with Δλ =
0.100; λ ∈ [0.9, 1.0] with Δλ = 0.025].

The results for MTP/LJ optimizations for trans-NMA with
different subdivisions of the λ windows are summarized in
Table 2. It is found that the hydration free energy changes by
about 5% depending on the subdivision of the λ interval. On the
other hand it is possible to find a subdivision (here case I) which
provides an accurate estimate and is computationally efficient.

ΔGhyd for Cis- and Trans-NMA from a Polarizable Drude
Model. In previous and also more recent computational studies it
was observed that calculated ΔGhyd values differ for the cis- and
trans-isomers for NMA.55,56 Experimentally, the direct determi-
nation of ΔGhyd

cis is difficult due to the low population of this
isomer (<2%) in solution53 although it is generally believed that
the differential hydration free energy ΔΔGhyd = ΔGhyd

trans − ΔGhyd
cis

≈ 0.57,58 Hence, experimental values for ΔGhyd
cis are indirect and

also have been put into question for different reasons.59 As a
comparison with a recently published generic and polarizable
force field, hydration free energies were also determined for cis-
and trans-NMA using the Drude force field.6 As recommended,
simulations are carried out with the SWM4-DP5 water model

Table 1. Dependence of ρ (g/cm3), ΔHvap (kcal/mol), and
ΔGhyd (kcal/mol) when Scaling the Lennard-Jones
Parametersa

scaling ρ ΔHvap ΔGhyd score S

0.9 1.13 14.24 −9.82 0.4
0.925 1.08 13.95 −9.89 0.4
0.95 1 14.11 −9.99 0.1
0.975 0.99 13.84 −10.22 0.5
1 0.95 13.82 −9.88 0.6
1.025 0.92 13.68 −9.06 6.0
1.05 0.88 13.57 −8.75 10.0
1.075 0.84 13.29 −8.38 16.9
1.1 0.81 13.47 −8.07 21.8
exp 0.9441,50 14.241,51 −10.0852

aBold text shows the value of minimizing the score S.
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instead of TIP3P, the (default) automatic λ−division procedure
is used for TI, and all other simulation parameters are identical
to those in the MTP-simulations. For the two isomers ΔGhyd

cis =
−8.67 kcal/mol and ΔGhyd

trans = −9.81 kcal/mol were found. The
value for ΔGhyd

trans agrees to within 0.09 kcal/mol with the refer-
ence value6 which validates the present protocol. Despite using
a polarizable model, ΔΔGhyd = 1.1 kcal/mol between the two
isomers, which differs from the assumed value of close to zero
from experiment. Compared to this, the present nonpolarizable
simulations yield ΔΔGhyd = 1.8 kcal/mol. As the Drude sim-
ulations do not employ multipoles and the present MTP
simulations are nonpolarizable it is possible that combining the
two will yield satisfactory agreement with experiment. As another
comparison, a recent parametrization study based on electron
density partitioning found ΔΔGhyd = −1.0 kcal/mol with the
cis-isomer more stable than trans-NMA.56

■ HALOGENATED AND SUBSTITUTED BENZENES
Next, a validation study was performed for halogenated and
substituted benzenes. They constitute important building blocks
in medicinal chemistry and pharmaceutically active substan-
ces.60−63 Also, halogenated amino acid side chains have recently
found to be useful modifications in protein biochemistry, such as
in insulins.64 Besides the accuracy of such a parametrization it is
also of interest to test the transferability of the final parameters.
This is important in situations when the chemical environment of
a group changes and the accuracy of the original parametrization
should be retained.
Halogenated Phenols. As a first example, 4-BrPhOH is

considered. Table 3 reports the calculated hydration free energy

depending on the parametrization and level of optimization
used for 4-BrPhOH. The calculated ΔGhyd with PCs and LJ
parameters transferred from CGenFF (i.e., unoptimized PC
and LJ) overestimates the solvation energy by 4.22 kcal/mol.

A considerable improvement of the calculated ΔGhyd is obtained
by including MTP electrostatics whereby ΔGhyd drops from
−10.07 kcal/mol (CGenFF parameters) to −6.37 kcal/mol
(optimized MTP and CGenFF LJ parameters) that differs from
the experimental value by only 0.52 kcal/mol. This can be
explained by the fact that a simple unoptimized PC electrostatic
model cannot describe the large electronic reorganization around
the Bromobenzene ring when −OH is introduced in the para
position. Moreover, when using previously optimized LJ param-
eters for bromobenzene (PhBr)2 instead of standard-CGenFF
parameters, the error in ΔGhyd further reduces to 0.29 kcal/mol.
Finally, with a slight optimization of the “−OH” group LJ param-
eters (scaling of σ and ϵ, see above) the calculated ΔGhyd repro-
duces the experimental value with a difference of 0.04 kcal/mol,
which falls within the statistical error typically found on com-
puted values (around 0.05 kcal/mol).

Transferability. One essential aspect in modern force field
development and practical applications is the transferability of
parametrizations for a chemical building block (e.g., an amino
acid side chain) between two different chemical environments
which can considerably speed up parametrization tasks and is
also conceptually appealing. To assess transferability within the
given fitting methodology the hydration free energy of different
parametrizations was computed for Br and ClPhOH. Here, the
differential solvation free energy ΔΔGhyd in transferring LJ
parameters (ϵ and σ) for common atom types (aromatic C, H, Cl,
and Br) obtained from previous parametrizations2 of PhBr
and PhCl to 4-BrPhOH and 4-ClPhOH and from the current
parametrization of 4-BrPhOH’s polar −OH group (see Table 3)
to 2,3,4-ClPhOH, is considered. The effect of reoptimizing the LJ
parameters on the−OH group in positions (2-, 3-, and 4-) is also
evaluated. For all molecules considered (2-, 3-, 4-ClPhOH, and
4-BrPhOH), MTP electrostatics was first fitted individually and
not transferred since the impact of the −OH group insertion on
the electron distribution varies depending on its position (2-, 3-,
or 4-) and the type of the halogen present (Cl or Br).
Table 4 reports calculated hydration free energies for 2-, 3-, 4-

ClPhOH, and 4-BrPhOH with LJ parameters transferred for
aromatic C, H, Cl, and Br from previous parametrizations
of PhBr and PhCl,2 and with LJ parameters for the −OH group
(a) taken from CGenFF or (b) optimized for 4-BrPhOH and
transferred to 2,3,4-ClPhOH and compares them to experimen-
tally determined values.65,66 For the transferred parametrizations,
the difference between computed and experimentally determined
ΔGhyd is 0.3 and 0.8 kcal/mol for 4-BrPhOH and 2-ClPhOH,
respectively. For 3- and 4-ClPhOH they are below 0.4 kcal/mol.
Hence, results with transferred parameters are well within
1 kcal/mol which points toward a good degree of transferability.
Furthermore, improved hydration free energies after reoptimiz-
ing the −OH LJ parameters (ϵ and σ) are also reported for
4-BrPhOH and 2-ClPhOH in Table 4. They decrease to 0.04 and
0.34 kcal/mol for 4-BrPhOH and 2-ClPhOH, respectively.
As an illustration of the effect of different LJ parameters, the

water structure around 2-ClPhOH is considered. For this, the
radial distribution function g(r) of water around the solute is
determined. As an example for a recent application, it has been
shown for fluoro-acetonitrile solvated in water that the com-
bination of optical spectroscopy and atomistic simulations is able
to detect incipient halogen bond formation.67 Figure 2 reports
the radial distribution function between 2-ClPhOH(O) and
water(O) from 2 ns of NPT simulations using two different sets
of −OH LJ parameters. The first set (ΔGhyd = −5.32 kcal/mol)
uses the LJ parameters transferred from 4-BrPhOH towhich they

Table 2. Comparison of ΔGhyd for Different λ Subdivisions
(sets I−III) or Heuristically Decided by CHARMM’s PERT
Module (Based on the Fluctuation of the Average)a

method ΔGhyd

expt52−54 −10.08
simulation6 −9.90
automated division −9.99
case I −9.61
case II −9.38
case III −9.29

aAutomated is the default mode. Predefined λ windows speed up the
process through a pre-determined number of simulations.

Table 3. Hydration Free Energies Calculated for 4-BrPhOH
Depending on the Electrostatic and LJ Parameter Treatment
Useda

Treatment ΔGhyd |ΔΔGhyd|

CGenFF parameters (unoptimized PC and LJ) −10.07 4.22
optimized MTP/CGenFF LJ −6.37 0.52
optimized MTP/LJ transferred from the work of Bereau
et al.2

−5.56 0.29

optimized MTP/LJ transferred from the work of Bereau
et al.2 for C, H, Br and optimization of (ϵ, σ) for −OH

−5.89 0.04

a|ΔΔGhyd| represents the absolute error relative to the experimental
value (−5.85 kcal/mol).65
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were optimized (Table 4 second row). The second set (ΔGhyd =
−4.89 kcal/mol; Table 4 last row) uses the −OH LJ parameters
(σ and ϵ) optimized specifically for 2-ClPhOH with respect to ρ,
ΔHvap and ΔGhyd, starting from the parameters of the first
set. The first set was optimized for an −OH group in position
4- (opposite to the halogen atom) whereas the second set was
optimized for an −OH group in position 2- (adjacent to the
halogen). The O−OW pair distribution function obtained with
both LJ parameter sets (Figure 2, black and red lines) peaks at
∼2.8 Å. However, the amplitude of the peak is smaller for the
second set (Figure 2, red line) and the first minimum is less
pronounced. The reduced amplitude of g(r) also decreases the
occupation number N(rs) ∝ ∫ 0

rs g(r)r2 dr of water molecules
within a distance rs around the −OH group, which also reduces
the hydration free energy by 0.4 kcal/mol.

■ DEGREES OF PARAMETER OPTIMIZATION
To further illustrate the effect of LJ reparametrization, Table 5
reports the three thermodynamic observables (ρ, ΔHvap, ΔGhyd)
for different optimization levels for NMA and 4-ClPhOH. While
ρ varies little throughout the range studied, ΔHvap and ΔGhyd
strongly change.
The results in Table 5 establish that depending on the system

studied (NMA or 4-ClPhOH), an optimized PC/LJ model (S =
0.3) can perform very well compared to an optimized MTP/LJ
parametrization (S = 0.1). This is the case for NMA. Contrary
to that, the halogenated system 4-ClPhOH evidently requires
optimized MTP electrostatics and optimized LJ parameters.
It is also important to note that LJ parameters can be transferred

Table 4. Hydration Free Energies Calculated Depending on the Radical’s Position (Here−OH) Relative to the Halogen and the LJ
Parameters Useda

a|ΔΔGhyd| = |ΔGhyd
Exp − ΔGhyd

Calc|. All MTPs optimized individually.

Figure 2. Radial distribution function g(r) for (2-ClPhOH)O−
O(water). The black and red traces represent the distribution functions
before (first set) and after (second set) optimizing the −OH LJ
parameters, respectively. The inset represents the chemical structure of
2-ClPhOH.

Table 5. Computed (ρ, ΔHvap, ΔGhyd) Values for Force Fields
of Different Optimization Levels for NMA and 4-ClPhOHa

ρ ΔHvap ΔGhyd score S

NMA
CGenFF (PC and LJ) 0.98 15.09 −11.03 6.9
opt PC/CGenFF LJ 0.99 14.49 −10.11 0.3
opt PC/opt LJ 0.99 14.49 −10.11 0.3
opt MTP/CGenFF LJ 0.95 13.82 −9.88 0.6
opt MTP/opt LJ 0.95 14.11 −9.99 0.1
exp 0.9441,50 14.2041,51 −10.0852

4-ClPhOH
CGenFF (PC and LJ) 1.28 15.74 −5.47 72.9
opt PC/CGenFF LJ 1.27 10.78 −5.44 13.2
opt PC/opt LJ 1.25 11.85 −5.61 11.2
opt MTP/CGenFF LJ 1.27 12.86 −5.91 14.2
opt MTP/opt LJ 1.25 11.46 −7.14 0.2
exp 1.2241,68 11.2441,69 −7.0366

aThe score is used to differentiate between different levels of opti-
mization. Units are g·cm−3 for ρ and kcal/mol for ΔHvap and ΔGhyd.

Journal of Chemical Information and Modeling Article

DOI: 10.1021/acs.jcim.6b00280
J. Chem. Inf. Model. 2016, 56, 1479−1489

1485

http://dx.doi.org/10.1021/acs.jcim.6b00280
http://pubsdc3.acs.org/action/showImage?doi=10.1021/acs.jcim.6b00280&iName=master.img-002.jpg&w=431&h=256
http://pubsdc3.acs.org/action/showImage?doi=10.1021/acs.jcim.6b00280&iName=master.img-003.jpg&w=206&h=145


from a previous optimization of a similar compound as in Table 4
(second row), where the latter were transferred from previous
optimizations of PhCl and 4-BrPhOH to 4-ClPhOH and yield a
ΔGhyd of −6.65 kcal/mol that only differs by 0.38 kcal/mol from
the experimental value. The score for the plain CGenFF param-
etrization reduces by a factor of 6 upon optimization of the PC
model but essentially remains unchanged in the next few refine-
ments. Only when both, MTP and LJ parameters, are optimized
the score improves by almost 2 orders of magnitude and excellent
agreement with experiment is obtained. This highlights that not
all chemical building blocks may need the same level of param-
eter optimization and for some systems good and computation-
ally inexpensive PC-based parametrizations can be obtained.

■ BROADER PARAMETRIZATION STUDY
Additional halogenated and substituted benzenes were param-
etrized along the same protocol and all results for ρ, ΔHvap and
ΔGhyd are summarized and discussed in the following. Table 6
and Figure 3 compares the free energy of hydration (ΔGhyd

Calc) as
calculated using the FW and compares them to experimental data
(ΔGhyd

Exp).
The agreement between computed and observed ΔGhyd is

excellent. Over a range of 8 kcal/mol, the RMSE is 0.36 kcal/mol
and R2 = 0.99, see Figure 3. As a comparison, in a study of the
solvation free energies of amino acid side chains the RMSE for
ΔGhyd using TIP3P water and the OPLS-AA force field was
0.79 kcal/mol with an R2 = 0.93 which changed to 0.51 kcal/mol
and R2 = 0.94 upon modification of the LJ parameters of the
TIP3P water model.70 In a more recent study focusing on 40
small organic molecules and charges from atoms-in-molecules
electron density partitioning, using environment-specific charges
and LJ parameters from quantum chemical calculations, the
mean unsigned errors relative to experiment are 0.014 g/cm3 for
the density ρ, 0.65 kcal/mol for the heat of vaporization ΔHvap
and 1.03 kcal/mol over a range of 12 kcal/mol forΔGhyd.

56 In yet
another, broader study of 239 molecules, the mean unsigned
error for ΔGhyd was 1.93 kcal/mol (CHARMM), 1.17 kcal/mol
(GAFF) and 0.73 kcal/mol (OPLS2.1).71

For ΔHvap the RMSE (estimated for the same family of com-
pounds than for ΔGhyd) is 0.53 kcal/mol with an R2 = 0.97, see
Figure 4. This compares with 0.65 kcal/mol from a recent study
on a different set of small molecules.56 For the pure liquid density
(see Figure S2 from the SI) the current study yields an RMSE
of 0.02 g/cm3 with an R2 = 0.99, compared with an RMSE of
0.01 g/cm3 of the same recent parametrization work.56 Hence,
for a range of compounds the fitting environment presented here
yields comparable if not superior performance based on a user-
friendly interface.
For an extended version of Table 6, including also compounds

for which one or more of the experimental references are missing,
see SI section II Table S1.

■ OUTLOOK AND PERSPECTIVES
The present work introduces a graphics-based, versatile, and
extensible fitting environment for PC- and MTP-based force
fields for condensed-phase simulations. It is demonstrated that

Table 6. ΔHvap, ΔGhyd (kcal/mol), and ρ (g/cm3) as Calculated Using the FW (Calc) with Optimized MPT and LJ Parameters
Compared to Experimental References (Exp)a

ρ ΔHvap ΔGhyd

exp41 calc |dev| exp41 calc |dev| exp42,43 calc |dev| score S

benzene 0.88 0.9 0.02 7.89 7.88 0.01 −0.86 −0.89 0.03 0.01
fluorobenzene 1.02 1.05 0.03 8.26 8.6 0.34 −0.80 −0.75 0.05 0.36
chlorobenzene 1.11 1.14 0.03 9.97 10.13 0.16 −1.12 −1.11 0.01 0.08
bromobenzene 1.5 1.47 0.03 10.65 11.98 1.33 −1.46 −1.40 0.06 5.33
iodobenzene 1.83 1.84 0.01 11.85 12.43 0.58 −1.83 −1.97 0.14 1.11
1h-pyrrole 0.97 0.99 0.02 10.78 10.87 0.09 −4.78 −3.74 1.04 5.43
6-chloropyridin-3-ol 1.39 1.36 0.03 14.81 15.36 0.55 −6.73 −6.32 0.41 1.75
6-chloropyridin-3-amine 1.33 1.29 0.04 12.71 12.44 0.27 −5.60 −5.47 0.13 0.30
4-chlorophenol 1.22 1.25 0.03 11.24 10.46 0.78 −7.03 −7.14 0.11 1.89
4-chloroaniline 1.17 1.19 0.02 11.2 10.51 0.69 −5.90 −6.01 0.11 1.49
4-bromophenol 1.84 1.83 0.01 14.04 14.1 0.06 −5.85 −5.89 0.04 0.02
2-chloropyridine 1.2 1.21 0.01 10.18 9.93 0.25 −4.39 −4.57 0.18 0.35
4-fluorophenol 1.31 1.32 0.01 10.43 10.77 0.34 −6.19 −5.66 0.53 1.75
4-fluoroaniline 1.17 1.18 0.01 10.16 9.43 0.73 −5.06 −5.28 0.22 1.84
4-fluoro-n-methylaniline 1.04 1.08 0.04 9.98 10.06 0.08 −4.26 −4.88 0.62 1.94
n-methylacetamide 0.94 1 0.06 14.2 14.11 0.09 −10.08 −9.99 0.09 0.07
average deviation 0.03 0.40 0.24

aThe absolute deviation is also reported (|dev|). Experimental values of ρ and ΔHvap were taken from Pubchem,41 and values of ΔGhyd from the
FreeSolv database.42,43 See Table S1 from the SI for an extended version.

Figure 3. Correlation between experimental and computed solvation
free energies ΔGhyd (kcal/mol, respectively, x- and y-axis) for a range of
compounds of interest. Computed values are obtained after
optimization of the LJ parameters.
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accurate parametrizations for solution-phase simulations can be
obtained and that medium-scale (several 10 molecules) param-
etrization tasks can be routinely undertaken as a typical param-
etrization takes a few hours for a molecule the size of NMA.
Within the chemical space covered, the transferability of param-
etrizations yields results well within chemical accuracy.
The fitting environment can be easily adapted to different

and higher levels of theory for the reference data from electronic
structure calculations. Also, extension to other molecular dynam-
ics codes (AMBER, GROMACS, TINKER) is possible because
of the modular architecture of the software provided that multi-
polar interactions can be computed. For molecules exhibiting
two ormore linked ring systems (e.g., biphenyl) it will be important
to consider refitting dihedral parameters because of multipole-
multipole interactions between atoms on different ring systems.
Currently, thermodynamic properties (ρ, ΔHvap, ΔGhyd) are

used to improve the force field. This can be easily extended
to additional interesting (and experimentally accessible) quanti-
ties such as diffusion coefficients D, or heat capacities Cp. Also,
infrared and NMR spectroscopic data may be of interest in the
future.72−75

A valuable extension will be the computation of derivatives
⟨ ⟩A

p p
d

d
of observables A with respect to the LJ parameters p from

suitable ensemble averages. This has recently been done for the
parametrization of the iAMOEBA force field for water.76 It will
be of interest to assess whether a grid-based search as proposed
here or a gradient-based approach to improve parameter values
converges more rapidly in concrete applications.
Furthermore, it was found in recent work that averaging

over a number of conformations can yield meaningful param-
etrizations of conformationally dependent multipoles.30 Includ-
ing such effects should further improve transferability of the
parametrizations. A final asset is the storage and retrieval of par-
ticular parametrizations for validated simulation and parametri-
zation conditions, in particular for chemically and pharmaceuti-
cally important molecular fragments. If the transferability of
the parametrizations can be ascertained, this will allow simple
assembly of larger molecules from well-parametrized building
blocks (molecules) and considerably speed up future parametri-
zations.
In summary, the present work describes a user-friendly,

graphics-based interface for the parametrization of multipolar
force fields for quantitative atomistic simulations of small molec-
ular building blocks.
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